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Abstract

The Internet of Things (IoT), empowered by edge and cloud computing, has driven innovation across
numerous sectors by enabling real-time data processing and decision-making. However, sectors such as crisis
management, energy, and manufacturing can be hindered by the stringent requirements of handling highly
sensitive data. To foster innovation in such sectors, modern regulations propose advanced digital services and
functionalities to manage sensitive data in a secure, trusted, and transparent manner. For example, the Gen-
eral Data Protection Regulation (GDPR) governs the handling of personal data, the Data Act and the Data
Governance Act facilitate data sharing with third parties and intermediation services, and the electronic
IDentification, Authentication and trust Services (eIDAS) regulate electronic authentication. Nevertheless,
navigating these regulations and designing compliant IoT systems can pose challenges due to the diversity of
the stakeholders, the sensitivity of the data, and the criticality of the applications. To tackle such challenges,
we propose the integration of data spaces into IoT systems. This approach relies on data policies to share
and process data in alignment with regulations, enabling innovation in sectors dealing with highly sensitive
information. Moreover, we identify the associated challenges, and we propose future research directions to
further advance the IoT.

Keywords: Edge computing, Computing Continuum, Internet of Things, Data Spaces, Crisis Management, Energy,

Manufacturing

1 Introduction

So far, the IoT has revolutionized modern societies by
enabling real-time data processing and analytics which
contribute to informed and often automated decision-
making [1]. Due to such advancements, various sec-
tors have been significantly improved with innovative
applications in transportation, smart homes, agricul-
ture, and fitness, among others. The deployment of
such applications typically spans multiple comput-
ing layers, including IoT, edge, fog, and cloud, which
aligns with the paradigm of the computing contin-
uum [2]. The computing continuum integrates diverse
computing resources to create a fluid and scalable

network, enhancing the performance and capabilities
of IoT systems. Consequently, novel IoT applications
typically operate over the continuum in order to
provide high performance, resilience, and scalability.

However, some sectors have not yet experienced
considerable IoT innovations due to rigorous regula-
tory compliance requirements and strict data protec-
tion laws that might impede the digital transformation
of the IoT [3]. In crisis management, for example,
there are privacy concerns surrounding the handling of
personal information during emergencies, which may
require compliance with GDPR. Similarly, the energy
sector faces stringent requirements, especially due to
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its designation as critical infrastructure, which neces-
sitates high standards of data security and integrity
under the NIS2 Directive. Furthermore, in the manu-
facturing sector, extensive data collection about man-
ufacturing processes might be required under the Reg-
istration, Evaluation, Authorization, and Restriction
of Chemicals (REACH) regulation, and the Emissions
Trading System (ETS) demanding accurate monitor-
ing and reporting of greenhouse gas emissions for
managing and reducing the carbon footprint. In addi-
tion, data from these sectors may need to be shared in
a secure and trusted manner as stipulated by the Data
Governance Act. Thus, legal and regulatory require-
ments can complicate the handling of IoT data [4],
which can limit the innovative transformation of the
IoT in such sectors.

To avoid this limitation, this paper introduces the
concept of the data space as a data management sys-
tem that operates in alignment with legal regulations.
This alignment is achieved by using data policies,
formulated using the Open Digital Rights Language
(ODRL), to represent applicable regulations when
sharing data [2]. Data policies complement the shar-
ing of data, ensuring that all crucial information about
data-handling regulations is conveyed during the data
exchange. The proposed approach also relies on local
edge computing resources to enable secure end-to-end
encrypted data sharing directly between system par-
ticipants. This aims to prevent the use of third-party
storage (for example, via commercial cloud services)
that might violate the strict privacy requirements of
the data, e.g., due to customer data analytics [5]. Fur-
thermore, using edge resources to build data spaces has
been shown to result in low data-sharing latency [6].
Therefore, using a combination of edge computing and
data spaces, we aim at overcoming the limitations
of sectors dealing with highly sensitive data. Specif-
ically, we address the three identified sectors with
strict regulatory requirements, namely, crisis manage-
ment, energy, and manufacturing. For these sectors,
we discuss tailored data sharing systems that are able
to adhere to regulations and enable innovative IoT
applications.

Overall, the following prime contributions are
within the scope of this paper: We identify challenges
in extending the IoT across sectors with strict reg-
ulatory requirements. We propose the integration of
data spaces and edge computing to address these chal-
lenges, and we present tailored data sharing systems
for three specific sectors. Finally, we discuss open chal-
lenges and future research directions with the potential
to aid the implementation of compliant data sharing
in the IoT.

The remainder of this work is structured as follows:
Section 2 introduces the concept of data spaces and
discusses related work from the literature. Afterward,
Sections 3, 4, and 5 present data spaces for the sec-
tors of crisis management, energy, and manufacturing,
respectively. Subsequently, Section 6 proposes Gaia-
X for facilitating trust and interoperability between
data spaces of different sectors, and Section 7 focuses
on the associated challenges. Finally, in Section 8, we
conclude this paper and propose future work on this
topic.

2 Background and Related Work

Data spaces are emerging as the standard approach
to enable secure and compliant data sharing. A data
space is a data management system that governs data
access and usage through policies, creating a trusted
environment where stakeholders within a sector can
exchange information without losing data ownership
privileges. A data policy is a set of rules, formulated
using ODRL, that define how the data can be accessed,
used, and shared, representing regulatory and organi-
zational requirements. When sharing data through a
data space, the data consumer must first agree to the
policy in order to access the data. This ensures that
the data provider, who defines the data policy, can
share information without losing control over the data.
All data space participants are verified organizations
that use the data space to share valuable informa-
tion while maintaining access and usage control. This
fosters trust among participants and facilitates infor-
mation sharing, even between stakeholders who would
be reluctant to share their data otherwise. To enable
such functionalities, a data space includes various
software components including catalogs/registries for
metadata and semantic models, identity providers,
and dataspace connectors [6].

Various works in the literature present data spaces,
and discuss the associated benefits. In the context
of the computing continuum in general, data spaces
improve sovereignty and compliance [2]. The same
applies considering specific use cases and sectors.
For example, the Blue Dataverse presents a techni-
cal approach to build a data space for environmental
monitoring, enabling data analytics related to climate
change and sustainability [7]. BatWoMan introduces a
data space for battery passports, and provides a tech-
nical architecture for decentralized data exchange [8].
In addition, the Gaia-X Hub Austria has produced a
technical overview of data spaces, explaining existing
software tools and solutions [9]. When using edge com-
puting to build data spaces, early work has explored
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various system architectures [10], as well as latency
and bandwidth benefits [6]. To further advance the
state of the art of data spaces and the IoT, this
paper focuses on specific sectors with strict regula-
tory requirements, which are mostly unexplored in the
literature.

A concrete example of data sharing using a data
space, e.g., in the energy sector, may include stake-
holders such as customers, utility companies, and
energy service providers. A utility company collects
metering data about the energy consumption of the
customer from smart meters at the edge of the net-
work, which is primarily used for billing. Since this
data is private, it can be subject to regulations, so it is
stored in the private edge computing infrastructure of
the utility provider, and is not shared with third par-
ties unless explicitly requested by the customer. Utility
providers typically offer a web interface for customers
to access their data. However, this web interface may
provide limited functionality, e.g., basic visualizations,
because utility providers do not commonly specialize
in data science and analytics. External energy ser-
vice providers, on the other hand, specialize in energy
analytics and optimizations, but do not have access
to customer data by default. Nevertheless, when both
the utility provider and the energy service provider
join a data space, sharing customer data becomes
streamlined. In this case, the utility provider can offer
external analytics services on the web interface, that
are executed by external service providers. To use an
external service, the customer fills out a consent form
on the web interface, allowing the service providers to
process the customer data. Based on this form, the
utility provider creates the data policy, and shares
the customer data (and the policy) with the ser-
vice provider using dataspace connectors. The service
provider processes the data locally on edge resources,
and returns the results to the utility provider that
shows the results to the customer through the web
interface. This approach enables third-party service
providers to process customer data in compliance with
regulations, while having the policy that can be used
as proof of consent. The data is transferred end-to-
end encrypted to ensure confidentiality, and the policy
can be digitally signed by all parties for accountabil-
ity. Thus, exchanging data in this manner using edge
resources and data spaces can enable compliant data
sharing for the energy sector, and similarly, for other
sectors as well.

3 Data Space for Crisis
Management

A data space for crisis management can provide access
to critical information, such as resource availability,
emergency response capabilities, and affected popu-
lations. This information can be crucial, especially
for timely decision-making [11] across all the phases
of a disaster: prevention, preparedness, response, and
recovery. By accessing and processing this information,
stakeholders can utilize various applications to coordi-
nate disaster risk reduction efforts, such as: resource
coordination which allocates personnel and equipment
effectively, situation assessment which processes data
to understand the scale and impact of an incident,
and resilience planning which involves analyzing data
to enhance preparedness and infrastructure resilience.
Therefore, sharing crisis management data among the
stakeholders can provide various benefits.

Utilizing a data space to share information among
stakeholders in crisis management can address key
challenges that are otherwise difficult to overcome.
Crisis management often involves sharing personal
data of affected populations (e.g., location, contact,
and health records), sensitive information about crit-
ical infrastructure (e.g., power or water supply), and
situational reports (e.g., about the status of ongoing
operations or evolving weather conditions). Sharing
personal data may need to comply with the GDPR,
which often requires explicit user consent for process-
ing health-related data. Likewise, sharing data about
critical infrastructures may need to align with the
NIS2 Directive. Furthermore, since disasters can tran-
scend national borders, stakeholders might need to
account for diverse regulations from different countries
and always process the data in compliance with the
local regulations. This means that different stakehold-
ers may process the data differently based on their
country. Interestingly, data treaties between countries
may ensure that the regulations of the data’s country
of origin are respected, although the concept of a data
treaty is not yet widely accepted. These requirements
may need to be met to allow for collaborative data pro-
cessing, which can be vital for effective crisis response
and risk reduction. A crisis management data space
can address such requirements by providing data along
with associated policies, thereby communicating appli-
cable regulations to stakeholders. Additionally, data
spaces can resolve existing issues like incompatible
data formats, data silos, and access control barri-
ers, which often delay the decision-making process.
Thus, a data space for crisis management, as shown
in Figure 1, can provide a system whereby various
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Fig. 1 Stakeholders of the crisis management sector sharing

data through the data space.

stakeholders such as affected populations, emergency
responders, decision-makers, volunteers, media out-
lets, government agencies, and infrastructure opera-
tors share data in a secure, transparent, and compliant
manner. Furthermore, integrating edge computing can
facilitate direct data exchange between participants,
enhancing data privacy and availability, and reducing
delays [12].

4 Data Space for Energy

A data space for energy can provide secure and com-
pliant access to energy data [13]. Energy data refers to
information related to energy production, distribution,
and consumption, including power grid load, energy
consumption patterns, and renewable energy integra-
tion. This data is crucial for ensuring the efficient
operation, optimization, and sustainability of energy
systems and power grids, which are foundational for
modern societies. By accessing and processing energy
data, stakeholders can utilize various applications
regarding, for example, smart grids which aim at bal-
ancing supply and demand, predictive repairs which
restore faults before they cause failures, and demand-
side management which allows customers to optimize
energy use and reduce costs.

Utilizing a data space to share data across stake-
holders in the energy sector can address key require-
ments that cannot be easily met by traditional data
sharing approaches. For example, customer energy
consumption information may qualify as personal data
under the GDPR. Thus, utility companies collecting
this data, e.g., for billing purposes, might have to
adhere to privacy principles, including data minimiza-
tion and purpose limitation. Additionally, under the
Data Act, customer data may need to be made acces-
sible to third parties like energy service providers that
enable digital services offering energy visualization and
optimization features. Furthermore, the energy sector
is classified as critical infrastructure under the NIS2
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Fig. 2 Stakeholders of the energy sector sharing data through

the data space.

Directive, requiring high security and integrity. When
sharing energy data using a data space, such require-
ments can be formulated (into policies) and shared
along with the data so that stakeholders can access
and process this information accordingly. A data space
can also implement role-based access control, ensur-
ing that verified organizations access the data based
on their roles. For instance, utility companies may
have access to sensitive infrastructure data that is not
accessible to other organizations or customers. More-
over, integrating edge computing and keeping the data
distributed on local organizational storage ensures pri-
vacy, availability, and low-latency processing [14]. This
way, the stakeholders of the energy sector, including
customers, Transmission System Operators (TSOs),
Distribution System Operators (DSOs), Flexibility
Service Providers (FSPs), Balance Responsible Par-
ties (BRP), energy producers, and energy service
providers, also shown in Figure 2, can share data in
a secure, transparent, and compliant manner. This
enables collaborative data processing and advanced
optimization across energy production, distribution,
and consumption, which might not be possible by
optimizing each layer separately.

5 Data Space for Manufacturing

A data space for manufacturing can provide access
to data about industrial processes, such as: emis-
sions, resource utilization, product specifications, and
reporting, among others. This data is essential for opti-
mizing production efficiency, ensuring regulatory com-
pliance, and supporting sustainability efforts, which
are increasingly critical in modern societies. Access-
ing and processing such data can enable various
applications for stakeholders like: predictive main-
tenance which analyzes machinery data to prevent
equipment failures, supply chain optimization that
improves delivery timelines and reduces costs, and
provenance verification which ensures that materials
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Fig. 3 Stakeholders of the manufacturing sector sharing data

through the data space.

and processes meet regulatory and sustainability stan-
dards. Also, the integration of this data can facilitate
better decision-making and foster innovation across
manufacturing processes, ensuring both economic and
environmental sustainability.

Utilizing a data space to share manufacturing data
among stakeholders can satisfy key sector require-
ments. For example, under REACH, manufacturers
may need to share information about chemical pro-
cesses, the ETS mandates reporting of greenhouse gas
emissions, and the Ecodesign for Sustainable Prod-
uct Regulation (ESPR) introduces a Digital Product
Passport (DPP) which requires manufacturers to pro-
vide verifiable information on sustainability, circular-
ity, and compliance. However, sharing such data can
present challenges due to trade secrets, privacy con-
cerns, and the need to align with regulations like the
Data Act. A manufacturing data space can aid in
storing and sharing all related data while addressing
these challenges. This can be achieved by enabling
the sharing of data with associated policies (that
detail regulatory and organizational requirements),
and by implementing appropriate access control. Fur-
thermore, integrating with edge computing allows
manufacturing data to remain distributed across orga-
nizational storage systems [12, 15], preserving privacy
and sovereignty. Consequently, a data space becomes
an enabler of the DPP concept by facilitating access
to all product-related data that may be distributed
across different organizations in the supply chain.
Overall, a manufacturing data space, as shown in
Figure 3, enables stakeholders such as manufacturers,
customers, suppliers, equipment providers, companies
insuring the equipment, and government agencies to
share information and execute collaborative process-
ing of data across the supply chain. This approach can
optimize the supply chain, improve operational effi-
ciency, ensure regulatory compliance, and enhance the
sustainability of the manufacturing sector.

Gaia-X

Energy

Data Space

Manufacturing 

Data Space

Crisis 

Management

Data Space

Fig. 4 Different sectors sharing data, supported by Gaia-X.

6 Data Spaces and Gaia-X

Gaia-X aims to provide innovative compliance services
that facilitate interoperability between data spaces.
In line with regulations such as the GDPR, eIDAS,
the Data Act, and the Data Governance Act, Gaia-X
offers services that foster interoperability, compliance,
and trust across different data space systems. By
providing compliance-as-a-service, Gaia-X abstracts
the problem of implementing dedicated compliance
mechanisms (e.g., for policy and identity validation)
within a data space, which can reduce the overhead
of building data spaces significantly. While the ben-
efits of sector-specific data spaces are examined (in
Sections 3, 4, and 5), collaboration between different
data spaces can also have advantages. For example,
if crisis management stakeholders have streamlined
access to energy infrastructure data, hidden electrical
hazards can be identified and mitigated proactively
during rescue operations. Similarly, manufacturing
stakeholders can schedule energy-intensive processes
based on energy supply data to avoid abrupt peak
demand, and reduce the grid load. Furthermore, with
access to crisis management data, the manufacturing
sector can dynamically adapt production to support
urgent needs, such as producing essential supplies like
cloth face masks during pandemics. This aligns with
the concept of a Reconfigurable Manufacturing System
(RMS) or a Flexible Manufacturing System (FMS),
enabled by the collaboration of data spaces. Thus, by
supporting cross-sectoral collaboration, as shown in
Figure 4, Gaia-X enhances resilience, efficiency, and
sustainability in modern societies. Notably, significant
progress towards realizing data spaces and data space
interoperability is supported by the Gaia-X Hub Aus-
tria and the Austrian Institute of Technology [8, 9, 16–
18].
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7 Open Challenges and Future
Directions

While data spaces hold great potential, as previously
discussed, several challenges still remain open. Achiev-
ing interoperability between diverse data systems and
formats can be complex, requiring flexible proto-
cols and semantic data models. Ensuring low-latency
data processing might also be challenging, especially
when data is distributed across multiple organizations.
Moreover, while edge computing provides significant
benefits to data spaces, resources at the edge of the
network can be limited, and may not replace the large
capacities of the centralized cloud approach. Thus,
scalability at the edge can be difficult when sharing
data end-to-end. Also, the access to such a diverse
data management system might allow participants to
partially reconstruct confidential datasets from vari-
ous accessible data pieces. Accordingly, future research
can focus on developing appropriate techniques, pro-
tocols, and data models to handle sensitive data and
achieve interoperability across diverse data systems.
Innovations in edge computing technologies are also
needed to implement low-latency data processing in
distributed edge systems, and cloud storage systems
may need to adapt to offer compliant data-sharing
as well. Additionally, scalable architectures and opti-
mization techniques need to be explored to enable
data spaces to handle large volumes of data efficiently.
Finally, appropriate privacy-preserving mechanisms
applicable to data spaces have to be investigated to
guarantee privacy and increase trust among the par-
ticipants. Notably, these research directions need to
pursue lightweight solutions which do not introduce
significant overhead, in order to ensure efficient system
operation.

8 Conclusion

This work presents compliant data sharing using data
spaces across the IoT, including in sectors such as
crisis management, energy, and manufacturing. By
addressing key sector requirements and regulations, we
discuss how data spaces enhance operational efficiency,
resilience, and sustainability. These benefits can have
broad societal impacts, including improved disaster
response, optimized energy use, and more efficient
manufacturing supply chains, while also fostering eco-
nomic growth through cost reductions and enhanced
regulatory compliance. Future efforts can focus on
addressing the identified technical challenges, such
as scalability and interoperability, to further advance
data spaces and the IoT.
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